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Abstract

The significant threat that invasive species pose to native ecosystems can be reduced by targeted management actions. Land managers are risk-averse and are reluctant to rely on observational data which can be flawed and limited, but this can lead to bad decisions. In this paper, we propose and evaluate methods for data-driven risk-averse decision support systems that can work with flawed data. We use distributionally robust optimization combined with the Wasserstein metric to compute management strategies that not only work well on average but are also robust to data problems. We evaluate our methods using the case of glossy buckthorn, an invasive shrub in the Northeast United States.

1 Introduction

Invasive species constitute a major threat to native organisms and ecosystems \cite{8, 30}. In the United States alone, there are over 50,000 invasive species that are responsible for more than $100 billion in environmental damage annually \cite{25}. Although they cannot be entirely eliminated, the impact of invasive species on ecosystems may be reduced by effective land management strategies. Developing cheap and effective strategies can be challenging because natural systems are complex, difficult to model, and expensive to observe. Even the best available data sets on the distribution of invasive species are small, biased, and sometimes incorrect \cite{16}.

Common land-management actions that eliminate invasive plants include cutting the invasive plant, burning, flooding, or planting native vegetation \cite{18, 19, 28}. Committing to such an action is expensive and can have long-term consequences. Land managers, who do not like taking risks, are often uncertain about effects of mitigation actions and wait too long before addressing an invasion \cite{5, 10}. This ultimately inflates the mitigation costs. To make more effective and timely decisions, land managers need decision support systems that recommend safe actions in the face of limited and flawed data \cite{4}.

In this paper, we propose and evaluate new robust methods for computing invasive management strategies from imperfect observational data. Such methods are a crucial component of developing practical decision support systems. They can compute a management strategy that is likely to work well even if observations of invasive plant presences are sparse and deviate from the true distribution. To address data-induced uncertainties in a principled and tractable way, we use distributionally robust optimization \cite{6, 9, 11, 31}.

We model land management as a resource allocation problem. The land manager must decide on how to distribute the available mitigation resources, such as pesticide application, over their land. More extensive invasions require more resources, but the precise distribution of the target plant is rarely available. Instead, the resource allocation must be based on sparse data of actual plant observations. A standard approach is to estimate the distribution of the invasive plant, using the machine learning method MaxEnt \cite{21, 24, 26} for example, and then compute the optimal resource allocation with respect to this distribution. This approach can fail because it ignores areas which have a low expected concentration of the invasive plant, but may have a high level of uncertainty.

A robust method must trade off between allocating resources to the locations in which the invasive species is most likely, with locations in which presence is uncertain. Distributionally robust optimization negotiates this trade-off by modeling uncertainties as a zero-sum game against nature. The adversarial nature chooses a worst plausible realization of the uncertainties. To achieve a solution quality that is both robust and works well on average, the distributions available to nature, also known as the ambiguity set, must be chosen carefully. We propose and evaluate several possible choices.

As one of the contributions, we also propose and evaluate a new approach to selecting ambiguity sets in distributionally robust optimization. We use the result of MaxEnt to choose the shape of the ambiguity set. Our empirical results show that this approach can be superior to standard techniques \cite{9}.

The remainder of the paper is organized as follows. In Section 2, we describe and motivate the general formulation of the management problem. Then in Section 3, we summarize methods for adding robustness to this optimization problem, considering both the simple $L_1$-norm and the popular Wasserstein distance metric. Section 4 describes our experimental
results on glossy buckthorn data and Section 5 outlines future work.

2 Problem Formulation

In this section, we formally describe the resource allocation problem. We assume that the goal of a land manager is to optimally distribute available resources across a given area in order to contain or remove the undesirable plant. These resources can represent manual removal by volunteers, pesticide application, or controlled burning of an area, among others. Since our goal is to study effects and the mitigation of uncertainty, we abstract from non-essential management constraints.

The area of interest is discretized into a discrete number of regions, or cells, which are represented by a set \( \mathcal{L} \). Each region can span an area from a few hundred square meters up to several square kilometers. The observation data can be used to estimate—using MaxEnt or a similar method—a distribution \( p \in [0, 1]^{|\mathcal{L}|} \) of the invasive plant across the discrete regions \( \mathcal{L} \). We assume that \( p \) is a probability distribution and thus sums to one. That means that \( p_l \) for any region \( l \in \mathcal{L} \) represents the relative prevalence of the species and would have to be multiplied by the total number of individuals in the area of interest to get the actual prevalence. In terms of management resources, we assume that there is a total available budget of \( C \), such as the number of volunteers available for manual pulling, or the available pesticide application budget.

The aim is to allocate \( c_l \) to each region \( l \in \mathcal{L} \) to maximize some pre-defined management goals. We assume that the benefit of allocating resources to a region grows linearly with 1) the amount of resources \( c_l \) and 2) the prevalence \( \hat{p}_l \) of the plant. This essentially models the case where the benefit is proportional to the amount of the plant removed and it is possible to apply resources to a given region without a significant increase or decrease in efficiency. While this assumption is rarely satisfied, the dependence on resource allocation and prevalence can be relaxed to be piecewise linear concave. The objective of computing the best allocation can be modeled as the following mathematical optimization problem:

\[
\max_{c \in \mathbb{R}^{|\mathcal{L}|}} \sum_{l \in \mathcal{L}} \hat{p}_l \cdot c_l = \hat{\mathbf{p}}^\top \mathbf{c} \quad \text{s.t.} \quad \sum_{l \in \mathcal{L}} c_l = \mathbf{1}^\top \mathbf{c} \leq C. \quad (1)
\]

Here, the bold letters denote vectors, \( \mathbf{1} \) represents a vector of all ones of a size appropriate to its context, and \( \mathbb{R}_+ \) is the set of non-negative real numbers. This formulation can be easily augmented by additional constraints, such as constraining the lower and upper bounds on the resource allocation \( c_{\min} \leq c \leq c_{\max} \) for some \( c_{\max} \) and \( c_{\min} \). The objective can also be generalized to \( \hat{\mathbf{p}}^\top Q \mathbf{c} \) for some matrix \( Q \) that defines proportional benefits of allocation to different regions. Note that in the absence of additional constraints in (1), we can assume that \( C = 1 \) without loss of generality.

The species distribution \( \hat{\mathbf{p}} \) is typically estimated from observational data. As mentioned above, the estimation must often be performed from presence-only data, in which only reported observations of the species are available without information of where the species does not occur. Numerous methods have been proposed for estimating species distributions; see for example [3] for an overview. One of the most popular methods is MaxEnt [20]. MaxEnt uses bio-relevant geographic features, such as temperature, rainfall, and land cover to estimate a species distribution that is both consistent with the reported observations and has maximal possible entropy, or in other words is as close to the uniform distribution as possible.

Fig. 1 depicts the estimated distribution of glossy buckthorn, an invasive species in North America. The environmental variables are based on biological variables from WorldClim [14] with a 30s spatial resolution. The distribution is estimated from historical glossy buckthorn presence observations available from EDDMaps [1].

As mentioned above, management decisions must consider the uncertainty from limited presence observations. Observations about plant species distributions rarely come from organized and systematic surveys. Rather, they are comprised primarily of incidental observations from federal and state agencies or third-party observers. As a result, it is not the individual observations that are uncertain, but rather the uncertainty is driven by 1) the small number of total observations, 2) a lack of observations of plant absences, and 3) a sample that is biased to the distribution of observers [12, 27, 29].

Using the optimization formulation in (1) leads to the optimal allocation resources, as long as the estimate \( \hat{p} \) is known. Unfortunately, as mentioned before, the distribution \( \hat{p} \) is rarely known with any kind of precision. When the estimate is wrong, the allocation may be significantly suboptimal. In the remainder of the paper, we describe and evaluate methods that use distributionally robust optimization to minimize risk of an incorrect allocation when the the distribution \( \hat{p} \) is known only approximately.

3 Robust Resource Allocation

In this section, we leverage distributionally robust optimization to compute resource allocation that is more robust with
respect to an imprecise estimate of the species distribution \( p \). Distributionally robust optimization is a methodology for formulating and solving stochastic optimization problems in which the probabilities are known only approximately. The main idea is to compute a resource allocation that is good for a range of species distributions that are close to its estimate.

The distributionally robust formulation of (1) is:

\[
\max_{e \in \mathcal{P}} \min_{c \in \mathcal{C}} \ell^T \mathbf{c} \quad \text{s.t.} \quad \mathbf{1}^T \mathbf{c} \leq C. \tag{2}
\]

The set \( \mathcal{P} \) represents plausible species distributions and is often referred to as an ambiguity set. It is called distributionally robust optimization because the inner minimization is over a set of distributions and could be alternatively written as:

\[
\min_{p \in \mathcal{P}} \mathbb{E}_p[c], \tag{3}
\]

where \( c \) is the random variable of resource allocations to each cell. Note that a probability distribution over \( \mathcal{P} \) can be interpreted as a vector defined over \( \mathcal{P} \).

The control resources need to be allocated in a way that satisfies two conflicting objectives. Resources should be applied in a way that maximizes the coverage over the infestation, but at the same time accounts for the uncertainty of the data.

One of the main challenges in distributionally robust optimization are how to design the ambiguity set \( \mathcal{P} \) such that the solution is not overly conservative and the optimization problem is still easy to solve. We consider ambiguity sets that are defined based on a distance from the nominal distribution \( \bar{p} \) according to some distance metric \( D \):

\[
\mathcal{P} = \{ p \in \Delta \mathcal{P} : D(p|\bar{p}) \leq \psi \}. \tag{4}
\]

Here, the symbol \( \Delta \mathcal{P} \) denotes the set of all valid probability distributions over \( \mathcal{P} \). The value \( \psi \) above is known as an ambiguity budget and determines the robustness of the resource allocation. A value of \( \psi \) that is close to 0 means that the allocation needs to be good only with respect to the nominal probability distribution, resulting in an allocation that will not be robust to deviations from \( \bar{p} \). A large value of \( \psi \) means that the allocation is expected to be robust with respect to species distributions that can be very different from \( \bar{p} \). The metric \( D \) measures the distance between two probability distributions; one common example is the KL divergence.

Note that our focus is on robustness and risk aversion with respect to model error. This is different from the traditional approach to risk aversion, in which risk is taken with respect to a probabilistic outcome. In a traditional risk model, one would consider replacing \( \mathbb{E}[c] \) in (3) by a risk measure.

For the distributionally robust formulation to be useful, one needs to decide on the shape and size of the set \( \mathcal{P} \). The shape of the set is determined by the metric \( D \), and the size by the budget. We consider two distance metrics: the \( L_1 \) norm, also known as the Manhattan distance, and the Wasserstein distance, also known earthmover’s distance. We focus on these two measures because then (2) can be formulated as a linear program and solved for relatively large problems. To solve (2) as a linear program, it is sufficient to dualize the inner minimization problem. KL-divergence is another common measure, but we do not consider it because it yields difficult optimization problems and can become intractable when \( |\mathcal{P}| \) is large.

### 3.1 \( L_1 \) Distance

The \( L_1 \) distance metric \( D_1 \) between the two distributions \( p \) and \( q \) over regions \( \mathcal{P} \) is defined as:

\[
D_1(p|q) = \sum_{l \in \mathcal{L}} |p_l - q_l|.
\]

This is a common metric used in robust Markov decision processes and reinforcement learning; see for example [2, 7, 15, 22, 23] and references therein. We consider this distance metric because of its simplicity and lack of parameters, and use it as a baseline measure.

### 3.2 Wasserstein Distance

The Wasserstein distance for discrete probability distributions \( p \) and \( q \) over regions \( \mathcal{P} \) is defined as follows:

\[
D_W(p|q) = \min_{T \in \mathcal{P}} \left\{ \sum_{l_1, l_2 \in \mathcal{L}} \text{dst}(l_1, l_2) T(l_1, l_2) : \mathbf{1}^T T = p, \mathbf{1}^T T = q \right\}.
\]

The Wasserstein distance is also known as earthmover’s distance because it can be seen as representing the minimal amount of work that it takes to move probabilities in order to transform the distribution \( p \) to the distribution \( q \). The matrix \( T \) is known as a transportation plan and determines the cheapest transport. Specifically, each \( T(l_1, l_2) \) represents how much probability mass should be transported from region \( l_1 \) to region \( l_2 \). The weight \( \text{dst}(l_1, l_2) \) denotes the distance, or cost, by which the mass should be transported and its choice makes it possible to highly customize it. The Wasserstein metric has gained popularity in the robust optimization community in recent years because it is very flexible, can be estimated from data, and is relatively easy to optimize [9].

When using the Wasserstein distance, the solution quality depends on the choice of the distance metric \( \text{dst} \). The distance metric is mostly determined by the norm of the difference between features. In our setting, the features \( \hat{f}_l \) for each region \( l \) are the biological indicators derived from WorldClim, leading to the following distance metric:

\[
\text{dst}_{L_1}(l_1, l_2) = \| \hat{f}_{l_1} - \hat{f}_{l_2} \|_1.
\]

However, not all features are equally relevant in quantifying the biologically relevant distance. We propose to use MaxEnt to identify the relevant features as follows. The MaxEnt distribution \( \bar{p} \) satisfies that:

\[
\log \bar{p}_l = \phi_l^T \beta, \tag{6}
\]

for some coefficients \( \beta \). Using the values \( \beta \) we propose to weight the features by the corresponding coefficients:

\[
\text{dst}_{ME}(l_1, l_2) = \| \phi_{l_1} - \phi_{l_2} \|_{1, \beta}, \tag{7}
\]

where \( \| \cdot \|_{1, \beta} \) is a \( \beta \)-weighted \( L_1 \) norm. We also consider reciprocally weighted features:

\[
\text{dst}_{IME}(l_1, l_2) = \| \phi_{l_1} - \phi_{l_2} \|_{1,1/|\beta|}.
\]

These formulations attempt to bias the ambiguity set to account for important and unimportant features.
4 Evaluation: Glossy Buckthorn

To experimentally evaluate our framework, we consider optimizing management allocations to limit the spread of glossy buckthorn (*Frangula alnus*) in New England. Glossy buckthorn is a woody shrub that was introduced from Europe in the 1800s and has invaded North American forests throughout New England [17].

We aim to evaluate the quality of the management strategy in the context of the ground truth. Unfortunately, no large-scale ground truth data is available for invasive plant species of the Northeast. We instead use observational data from ED-DMapS [1], biological features from WorldClim [13], and MaxEnt to construct a hypothetical ground-truth distribution \( p^* \). We restrict our observations to 100 randomly chosen locations to generate a set of artificial presence-only observations according to \( p^* \). Using these artificial observations, we denote the empirical distribution as \( \hat{p} \).

Solving the optimization problem (2) returns an allocation of resources over the individual regions. Let \( \hat{c} \) be such an allocation for an estimated distribution \( \hat{p} \). To evaluate the quality of the allocation, we compare the efficiency of the resources with respect to the ground truth species distribution \( p^* \), and compute the profit \( \hat{c}^T \hat{p} \).

The goal of the robust solution is to compute an allocation that works not only when data sets are good, but also in cases where the observed data have problems. To evaluate the robustness of the method, we generate \( n \) observation sets, estimate distributions \( \hat{p}_1, \hat{p}_2, \hat{p}_3, \ldots, \hat{p}_n \), and compute the corresponding \( c_1, c_2, c_3, \ldots, c_n \). In order to be robust, \( c_i^T p^* \) must be good not only on average, but also for the majority of the data sets. The average performance over the data sets is computed as \( \frac{1}{n} \sum_{i=1}^{n} c_i^T p^* \). The worst-case is evaluated using value-at-risk (VaR) at 95% level, representing the worst 5% of datasets.

Fig. 2 shows how the true profit varies with the robustness budget. The profit is represented as a fraction of what is possible when the true distribution \( \hat{p} \) is known. Only the distributionally robust solution using \( \text{dst}_{IME} \) depends on the budget; the solutions for the empirical and MaxEnt distributions (\( \hat{p} \) and \( \hat{p} \)) are independent of the budget size. The empirical solution actually works best on average. In this solution, the resources are allocated only to areas in which the plant has been observed. However, when the observations are not aligned well with the true distribution, it can achieve a very low profit. Using Maximum Entropy improves the VaR, but the distributionally robust solution allows to smoothly trade off the average profit with robustness.

Fig. 3 compares how different robust methods trade off between the average-case solution quality and the VaR. Because the budget values have different meanings for different methods, it does not make sense to compare their values against the same budget. The results show that using \( \text{dst}_{IME} \) leads to best performance. The other Wasserstein metrics surprisingly under-perform even the simple robust optimization with \( D(p||\hat{p}) = |p - \hat{p}| \).

5 Conclusion and Future Work

We demonstrate that distributionally robust optimization is a viable method for improving robustness of resource allocation when managing invasive species. The proposed methods significantly increase the robustness of solutions to imperfect data while only modestly degrading the average performance. In future work, we plan to study a theoretical grounding for using the IME metric, and we will explore more realistic species distribution models based on an integral projection model (IPM) framework.
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